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ABSTRACT
Summary: The program MRBAYES performs Bayesian
inference of phylogeny using a variant of Markov chain
Monte Carlo.
Availability: MRBAYES, including the source code, docu-
mentation, sample data files, and an executable, is avail-
able at http://brahms.biology.rochester.edu/software.html.
Contact: johnh@brahms.biology.rochester.edu

In the Origin of Species, Darwin founded evolutionary bi-
ology on the idea that organisms share a common origin
and have subsequently diverged through time. Phylogenies
represent our attempts to reconstruct the evolutionary his-
tory of life and our ability to infer phylogeny has increased
dramatically in the past decade; not only has it become rel-
atively easy to quickly determine the DNA sequence of a
gene, but computers have increased substantially in speed.
Concomitant with the improvements in data and comput-
ers, a large number of methods have been proposed to in-
fer phylogenetic trees, including the parsimony method,
a number of distance methods, and maximum likelihood.
Only recently, however, has Bayesian inference of phy-
logeny been proposed (Li, 1996; Mau, 1996; Mau and
Newton, 1997; Mau et al., 1999; Rannala and Yang, 1996;
Yang and Rannala, 1997). Bayesian inference has several
advantages over other methods of phylogenetic inference,
including easy interpretation of results, the ability to in-
corporate prior information (if such information is avail-
able), and some computational advantages (see Larget and
Simon, 1999).

In a Bayesian analysis, inferences of phylogeny are
based upon the posterior probabilities of phylogenetic
trees. The posterior probability of the i th phylogenetic tree
(τi ) conditional on an alignment of DNA sequences (X)
can be calculated using Bayes theorem:

f (τi |X) = f (X|τi ) f (τi )∑B(s)
j=1 f (X|τ j ) f (τ j )

where

f (X|τi ) =
∫

v

∫
θ

f (X|τi , v, θ) f (v, θ) dv dθ.

The summation is over all B(s) trees that are possible
for s species [B(s) = (2s−5)!

2s−3(s−3)! for unrooted trees and

B(s) = (2s−3)!
2s−2(s−2)! for rooted trees], and integration is over

all combinations of branch lengths (v) and substitution
parameters (θ). The prior for phylogenetic trees is f (τi ),
and is usually set to f (τi ) = 1

B(s) . The prior on
branch lengths and substitution parameters is denoted
f (v, θ). Typically, the likelihood function [ f (X|τi , v, θ)]
is calculated under the assumption that substitutions occur
according to a time–homogeneous Poisson process. The
same models of DNA substitution used in maximum
likelihood analyses (Swofford et al., 1996) can be used
in a Bayesian analysis of phylogeny.

The summation and integrals required in a Bayesian
analysis cannot be evaluated analytically. MRBAYES
uses Markov chain Monte Carlo (MCMC) to approximate
the posterior probabilities of trees (Metropolis et al.,
1953; Hastings, 1970; Green, 1995). MCMC is a method
for taking valid, albeit dependent, samples from the prob-
ability distribution of interest (in this case, the posterior
probabilities of phylogenetic trees; Tierney, 1994). The
basic MCMC algorithm works as follows: first, a new
state for the chain is proposed using a stochastic mech-
anism. Second, the acceptance probability for this new
state is calculated. The acceptance probability is equal to
the minimum of one or the likelihood ratio times, the prior
ratio times, the proposal ratio, where the likelihood ratio
is the ratio of the likelihoods of the new state to the old
state, the prior ratio is the ratio of the prior probability of
the new state to the old state, and the proposal ratio is the
ratio of the probability of proposing the old state to the
probability of proposing the new state. Third, a uniform
(0, 1) random variable is drawn. If this number is less than
the acceptance probability, then the new state is accepted
and the state of the chain is updated. Otherwise the chain
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remains in the old state. This process of proposing and
accepting/rejecting new states is repeated many thousands
or millions of times. The proportion of the time any single
tree is visited during the course of the chain is a valid
approximation of its posterior probability.

MRBAYES not only implements the standard MCMC
algorithm, but also a variant of MCMC called Metropolis-
coupled Markov chain Monte Carlo [or (MC)3 for short;
Geyer, 1991]. (MC)3 runs n chains, n − 1 of which are
heated. A heated chain has the steady-state distribution
f (τi | X)β . MRBAYES uses incremental heating, where
the heat applied to the i th chain is β = 1

1+(i−1)T and T is
a heating parameter that must be set by the user. After all
n chains have gone one step, a swap is attempted between
two randomly chosen chains. If the swap is accepted, then
the two chains switch states. Inferences are based only on
the states sampled by the cold chain (β = 1). The heated
chains can more easily explore the space of phylogenetic
trees; the effect of heating is to lower peaks and to fill in
valleys. Importantly, the cold chain can effectively leap
across deep valleys in the landscape of trees when a
successful swap is made between the cold chain (perhaps
stuck on a local optimum of trees) and a heated chain
that is exploring another peak. Experience has shown that
mixing of the chain is dramatically improved using (MC)3.

MRBAYES has a command-line interface. The program
reads in an aligned matrix of DNA or amino acid se-
quences in the standard NEXUS format (Maddison et al.,
1997). The user can change assumptions of the substitu-
tion model, the prior, and the details of the (MC)3 analysis
on the fly. Moreover, the user can delete and restore taxa
and characters in the analysis. The program implements
the most general 4×4 model of DNA substitution pos-
sible (the general non-reversible model; Yang, 1994), a
number of 20×20 models of amino acid substitution, and
codon models of DNA substitution. The program also
implements several methods for relaxing the assumption
of equal rates across sites, including gamma-distributed
rate variation (Yang, 1993). Finally, the program can infer
ancestral states while accommodating uncertainty about
the phylogenetic tree and model parameters.
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