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ABSTRACT
Motivation: Progressive algorithms are widely used
heuristics for the production of alignments among mul-
tiple nucleic-acid or protein sequences. Probabilistic
approaches providing measures of global and/or local
reliability of individual solutions would constitute valuable
developments.
Results: We present here a new method for multiple se-
quence alignment that combines an HMM approach, a pro-
gressive alignment algorithm, and a probabilistic evolution
model describing the character substitution process. Our
method works by iterating pairwise alignments according
to a guide tree and defining each ancestral sequence from
the pairwise alignment of its child nodes, thus, progres-
sively constructing a multiple alignment. Our method al-
lows for the computation of each column minimum poste-
rior probability and we show that this value correlates with
the correctness of the result, hence, providing an efficient
mean by which unreliably aligned columns can be filtered
out from a multiple alignment.
Availability: The software is freely available at http://www.
ulb.ac.be/sciences/ueg/
Contact: aloytyno@ulb.ac.be; mcmilink@ulb.ac.be

INTRODUCTION
Exact inference of optimal multiple sequence alignment
is computationally impractical for more than a few short
sequences. Heuristics are therefore used, and many of
the available programs generating alignments among
multiple nucleic-acid or protein sequences implement
the progressive alignment method (Feng and Doolittle,
1987) that consists into iterating the classical dynamic
programming algorithm (Needleman and Wunsch, 1970;
Gotoh, 1982). Although the latter guarantees to find the
minimum scoring alignment between two sequences, its
iterative application does not guarantee the production
of a globally-optimal multiple alignment, nor provides
any measure of reliability across pairwise alignments.

∗To whom correspondence should be addressed.

Methods to find sub-optimal pairwise alignments exist
(Vingron, 1996), but are not widely implemented. Also,
as the best-scoring alignment does not necessarily cor-
respond to the true alignment, it may be more important
to infer the reliability of the result than to optimize the
absolute global score by all means.

The hidden Markov methods (HMM) can be viewed
as stochastic regular grammars that generate sequences
from a given alphabet. A HMM consists of states that
emit characters: transition probabilities define the moves
among the HMM states and the emission probabilities
describe the character distribution in a given state. The
path through the states is Markovian (i.e. it only depends
on the previous state) but unknown from the outside
(therefore ‘hidden’). If let to run free, a HMM produces
data according to the probabilistic model. Reversely,
alternative histories that could have generated a given
observed data set can be inferred and compared according
to their respective probabilities under the HMM. Given
a HMM, the Viterbi algorithm (Viterbi, 1967) allows to
find the most probable state path given the data, and
the combination of algorithms Forward and Backward
(Rabiner, 1989) defines the joint posterior probability of
all paths going through a given state.

HMMs were applied in speech recognition already in
early 1970s (see Rabiner (1989) for historical, and general
introduction to the topic), whereas they were introduced
by Churchill (1989) in computational biology, and have
since been applied in many other fields. Programs like
HMMER (Eddy, 1995) and SAM (Karplus et al., 1998)
implement profile HMMs, and are widely used to perform
multiple sequence alignments. They first generate a
probabilistic description of a sequence family, and then
either add more sequences to this profile, or match the
profile against a query sequence. Although the profile
HMMs describe well the functional constraints of the
sequence family and help to find more distant homologs in
databank searches (Karplus et al., 1998), they completely
ignore the evolutionary process that has generated the
data.
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Indeed, in the vast majority of cases, the nucleic acid
or protein sequences included in an alignment are evolu-
tionary homologs, hence, related by a phylogenetic tree.
We assumed that the combination of progressive align-
ment algorithms with probabilistic models of nucleotide
or amino-acid substitution should improve the accuracy of
multiple alignments and our understanding of the history
and function of the sequences. Durbin et al. (1998) devel-
oped HMM methods for probabilistic pairwise-sequence
alignments that include algorithms for the identification
of the most probable state path, and computation of the
forward and backward full probability of an affine-gap-
score alignment of two sequences. Here we report on im-
provements of Durbin et al.’s approach and its generaliza-
tion for computationally efficient production of probabilis-
tic alignments among multiple sequences. We expand the
probabilistic framework to the guide tree and describe se-
quence sites with vectors of character probabilities. Sim-
ilarly to maximum likelihood (ML) evaluation of phylo-
genetic trees, we define the alignment match score as the
probability of evolution from a parent node to its child
nodes. Our model can be viewed as a probabilistic alter-
native to traditional progressive alignment methods. As in
ClustalW (Thompson et al., 1994), we perform pairwise
alignments according to a neighbor-joining (NJ) (Saitou
and Nei, 1987) guide tree.

An alternative approach to perform an alignment within
a statistical framework was described by Thorne et al.
(1991, 1992), and has been recently developed further
(Hein et al., 2000; Holmes and Bruno, 2001).

We show that our probabilistic approach performs better
than ClustalW on the alignment of simulated nucleotide
data sets, and nearly equally well on the alignment of
reference amino-acid sequences with residue identity
>35%. The probabilistic sampling of locally sub-optimal
solutions can further improve the correctness of the global
alignment, although identification of the most correct
alignment may be difficult because the global alignment
correctness badly correlates with any of the alignment
global probability scores. Most importantly, incorrectly
aligned sites have, in average, lower posterior proba-
bilities than correctly-aligned sites such that unreliably
aligned positions can be identified and filtered out before
additional (e.g. phylogenetic) analyses are undertaken.

SYSTEM AND METHODS
As in the classical progressive alignment method (Feng
and Doolittle, 1987) we build the multiple alignment by
performing pairwise alignments at the nodes of a guide
tree in the order of decreasing similarity. The guide tree is
produced with NJ-clustering (Saitou and Nei, 1987) after
producing a distance matrix computed from the similarity
scores of all pairwise alignments.

At each internal node of the guide tree a probabilistic
alignment is performed between the two sequences corre-
sponding to the two child nodes. Pointers from the parent
to the child sites are stored. For each site of the ances-
tral sequence (from which the two child sequences have
evolved), a vector of probabilities of the alternative char-
acter states (‘A/C/G/T/-’, or each of the 20 possible amino
acids and ‘-’, for nucleic acid or protein sequences, respec-
tively) is computed. The newly built internal node is then
aligned with another internal or tip sequence, and the pro-
cedure progresses through the guide tree. Once the root
node is defined, the multiple alignment is build by recur-
sively tracing back the emission of gap characters at the
nodes below.

Substitution model
For a pairwise alignment we will consider two sequences,
x and y, and their unknown parent, z, made of sites x1...n ,
y1...m and z1...l . To allow for ambiguous characters, a
sequence site is described as a vector of probabilities,
pa(xi ), that the site xi contains character a. At terminal
(extant) nodes, the observed character is given a prob-
ability of 1 and alternative character-state probabilities
are set to 0; if the observed character is ambiguous, the
probability is shared among different characters. At inter-
nal (ancestral) sequences, different character states have
different probabilities (summing to 1). The probability
of each alternative state is computed as the sum of the
probabilities that it yielded the child nodes, given the
branch lengths.

Character state a at the parent node has the background
probability qa . The probability that this state has evolved
to b at one of its two child nodes is sab, i.e. character
states a and b are observed at the parent and its child
site, respectively. If characters a and b are different, a
substitution has occurred, otherwise the original character
has not changed. A ‘gap’ is considered as an extra
character with a non-zero probability of substituting
any other character. Thus, internal nucleotide sequences
consist of characters {A,C,G,T,-} whereas ‘-’ always have
a probability of zero in terminal sequences.

In other words, the probability pxi ,y j , that sites xi and y j
are aligned, corresponds to pzk (xi , y j ), i.e. the probability
that the site zk at the parent node evolved to the sites xi
and y j at the child nodes. As the ancestral character state
zk is unknown, the probability is summed over all possible
characters a:

pxi ,y j = pzk (xi , y j ) =
∑

a

pzk=a(xi , y j ). (1)

The probability of the event zk = a depends on pb(xi )

and pb(y j ), i.e. the probabilities of all possible characters
b at the sites xi and y j , as well as on sab, the probability
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of observing the character pair

pzk=a(xi , y j ) = qa

∑
b

sab pb(xi )
∑

b

sab pb(y j ) (2)

where qa is the character background probability, and sab
is computed with the method of Jukes and Cantor (1969):

sab(v) = 1

n
+ n − 1

n
e− n

n−1 v if a = b, or (3)

sab(v) = 1

n
− 1

n
e− n

n−1 v if a �= b

where n is the size of the alphabet (n = 5 for
nucleotide sequences because ‘gap’ is considered a fifth
character), v is the NJ-estimated branch length between
the parent and the child. Although we adopted only the JC
model, more complex models (incorporating parameters
such as the transition versus transversion ratio, observed
character state frequencies, and rate heterogeneity) could
be implemented into our multiple alignment procedure.

An alignment gap is not different from a match except
that the character state at one of the child sites is known
to be ‘-’ for sure, and the probability is summed over all
possible characters a at the parent site zk

pxi ,− = pzk (xi , −) =
∑

a

pzk=a(xi , −) (4)

where

pzk=a(xi , −) = qa

∑
b

sab pb(xi ) sa− (5)

and similarly for p−,y j . As a ‘-’ is an extra character,
sa−, the probability to observe a character and a gap, is
computed as other sab.

The implementation of a more complex model of protein
evolution than the JC model described above requires
the modification of amino-acid substitution tables to
incorporate gap characters. Let us assume that we have
a 1 PAM substitution matrix S, and frequencies for the 20
amino-acids, qa , and we want to convert them to 1 PAM
21 × 21 matrix S′ and frequencies q ′

a . If q ′− and s′
i− are

the frequency of ‘gap’ and the probability of substituting
a ‘non-gap’ character with a ‘gap’, the new frequencies
for other characters and the non-diagonal substitution
probabilities can be scaled to q ′

a = (1 − q ′−)qa and s′
i j =

(1 − s′
i−)si j , respectively. To fulfill the conditions of an 1

PAM (i.e. one accepted mutation per 100 characters), the
non-diagonal entries are scaled such that

∑
i q ′

i

∑
i, j s′

i j =
0.01 (i �= j), and, finally, the diagonal entries are defined
to sum each row to one, s′

i i = 1 − ∑
j s′

i j (i �= j). Thus,
given the 1 PAM-matrix S′, the substitution probabilities
sab(v) are given by matrix S

′100v . As the position of root in
the alignment guide tree can be arbitrary, the substitution
probability table should be based on a symmetric matrix,
such as WAG (Whelan and Goldman, 2001).

1−2δ

δ

δ

1−ε
1−ε

ε

ε

M

X

Y

px ,–
i  

p–,y
    j

px ,y
i    j

Fig. 1. A schematic presentation of the HMM that generates a pair
of aligned sequences.

Hidden Markov model
The HMM that produces a pair of aligned sequences has
three states (match, M; x-insert, X; and y-insert, Y) and
two parameters for the among-states transition probabili-
ties (Durbin et al., 1998). The model is symmetric, and δ is
the probability to move from M to an insert (X or Y), ε to
stay at the insert, 1−ε to move back to M and 1−2δ to stay
at M (Fig. 1). At each state, the model emits characters
according to emission probabilities: at M an aligned char-
acter pair is emitted with the probability pxi ,y j , whereas at
X or Y a character against a gap sign or a gap sign against
a character is emitted with probabilities pxi ,− or p−,y j ,
respectively.

Pairwise alignment
In the dynamic programming algorithm, the two se-
quences to be aligned define a matrix, and the algorithm
proceeds recursively through all the cells by always
choosing the best path from one of the previous cells.
Once the recursion is completed, a trace-back algorithm
is used to find the best path through the matrix.

In a probabilistic framework, the best alignment corre-
sponds to the Viterbi path through the HMM. As the model
has three states and the search space is two-dimensional,
the alignment recursion requires three two-dimensional
matrices: vM for matches, and vX and vY for gap states.
Any move within the M or X or Y matrix corresponds to
remaining in that state and produces an additional match,
or the extension of an X-gap, or the extension of a Y-gap,
respectively. On the other hand, a move between two
matrices (M and X or M and Y) changes the state and
either opens or closes a gap. The HMM state transition
probabilities are static and pre-defined, but the character
state emission probabilities at the guide tree nodes are
computed dynamically according to the evolutionary
substitution models described above.

The Viterbi algorithm for a sequence pair can be
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described as follows:

Initialization:

v•(0, 0) = 1; v•(i, −1), v•(−1, j) are set to 0.

Recursion:

i = 0, . . . , n, j = 0, . . . , m, except (0,0);

vM (i, j) = pxi ,y j max




(1 − 2δ)vM (i − 1, j − 1),

(1 − ε)vX (i − 1, j − 1),

(1 − ε)vY (i − 1, j − 1);

vX (i, j) = pxi ,− max

{
δvM (i − 1, j),
εvX (i − 1, j);

vY (i, j) = p−,y j max

{
δvM (i, j − 1),

εvY (i, j − 1);
Termination:

vE = max(vM (n, m), vX (n, m), vY (n, m)).

During the recursion the relative probabilities of differ-
ent paths entering the cell are stored. Thus, for vM (i, j)
and vX (i, j) they are

pM→M (i, j) = (1 − 2δ)vM (i − 1, j − 1)

p•→M (i, j)

pX→M (i, j) = (1 − ε)vX (i − 1, j − 1)

p•→M (i, j)

pY→M (i, j) = (1 − ε)vY (i − 1, j − 1)

p•→M (i, j)

and

pM→X (i, j) = δvM (i − 1, j)

δvM (i − 1, j) + εvX (i − 1, j)

pX→X (i, j) = εvX (i − 1, j)

δvM (i − 1, j) + εvX (i − 1, j)

where

p•→M (i, j) = (1 − 2δ)vM (i − 1, j − 1) + (1 − ε)

×(vX (i − 1, j − 1) + vY (i − 1, j − 1))

and similarly for vY (i, j). A trace-back algorithm is then
used either to select the best path or to sample different
paths according to their posterior probabilities: choosing a
‘match’ step (→ M) creates pointers from the parent site
to the two child sites, whereas taking a ‘gap’ step (→ X
or → Y ) creates a pointer to one child site and a gap as the
second child site.

Once the alignment path is resolved, the site at the
parent node is defined as the vector of probabilities

corresponding to each possible character state (including
‘gap’) assignment. For a match that is

pa(zk) = pzk=a(xi , y j )∑
b pzk=b(xi , y j )

(6)

and similarly for the gaps. The ancestral sequence can then
be aligned with another sequence.

Posterior probability
As the Viterbi algorithm always chooses the best solution,
it finds a single path that maximizes the probability. On the
other hand, by summing the probabilities of all the paths
entering a given cell, one obtains the full probability of
two characters being aligned independent of any specific
path.

The Forward recursion:

Initialization:

f •(0, 0) = 1; f •(i, −1), f •(−1, j) are set to 0.

Recursion:

i = 0, . . . , n, j = 0, . . . , m, except (0, 0);
f M (i, j) = pxi ,y j

[
(1 − 2δ) f M (i − 1, j − 1)

+ (1 − ε)( f X (i − 1, j − 1) + f Y (i − 1, j − 1))
]
;

f X (i, j) = pxi ,−
[
δ f M (i − 1, j) + ε f X (i − 1, j)

]
;

f Y (i, j) = p−,y j

[
δ f M (i, j − 1) + ε f Y (i, j − 1)

]
;

Termination:

f E = f M (n, m) + f X (n, m) + f Y (n, m).

The Backward recursion:

Initialization:

b•(n, m) = 1; b•(i, m + 1), b•(n + 1, j) are set to 0.

Recursion:

i = n, . . . , 1, j = m, . . . , 1, except(n, m);
bM (i, j) = (1 − 2δ)pxi+1,y j+1bM (i + 1, j + 1)

+δ
[

pxi+1,−bX (i + 1, j) + p−,y j+1bY (i, j + 1)
]

bX (i, j) = (1 − ε)pxi+1,y j+1bM (i + 1, j + 1)

+εpxi+1,−bX (i + 1, j);

bY (i, j) = (1 − ε)pxi+1,y j+1bM (i + 1, j + 1)

+εp−,y j+1bY (i, j + 1);
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f •(i, j) and b•(i, j) sum the probabilities of all the
possible alignments between sub-sequences x1...i and
y1... j , and xi ...n and y j ...m , respectively. f •(i, j)b•(i, j) is
the full joint probability of all alignments passing by (i, j),
i.e. aligning xi : y j . Dividing by f E gives the proportion
of the full probability corresponding to all alignments
passing through the cell (i, j). Thus, if xi and y j are
matching characters, the posterior probability that xi and
y j are aligned is given by

P(xi♦y j |x, y) = f M (i, j)bM (i, j)

f E
(7)

and similarly for the insert-states X and Y. We assume that
the posterior probability of the sites on the alignment path
is a valid estimator of the local reliability of the alignment.

Multiple alignment
The pairwise alignment algorithm works progressively,
from the tip-nodes towards an arbitrary (central) root of
the tree, and defines each internal node by the alignment
of its two child nodes. Once the root node is defined,
the multiple alignment can be build by tracing back
the characters at the nodes below. As each pairwise
alignment stores, for each character, pointers to the two
child characters, a recursive call from the root resolves
characters at terminal sequences. If a gap is created in one
of the internal nodes, a gap character state is introduced
in all the sequences of that sub-tree, and the recursive call
does not proceed further in that branch.

In a similar manner, the recursive call returns the
posterior probability for an aligned column of sites at each
internal node.

At a given column, most sequences may be well aligned
but few problematic sequences either may contain gaps
or have so much diverged that the full alignment is
ambiguous. While the average posterior probability of
such a site can be high, the minimum value at the
column probably best reflects the ambiguity of the full
alignment at that site. Hence, we use the minimum
posterior probability value of a column as a measure of
reliability of the full multiple alignment being correct.

Testing the new algorithms
We tested the performance of our method in the alignment
of (i) simulated nucleotide data sets and (ii) amino-acid
data sets from a reference database. Nucleotide sequences
(20 sequences, ∼500 characters) were generated with
the program Rose (Stoye et al., 1998) (JC model, mean
substitution rate = 0.013, and insert/delete probability =
0.03) as follows: a root random sequence (of length 500)
was evolved on a random tree to yield sequences of ‘low’
or ‘high’ mean divergences, i.e. with an average number
of substitutions per site of 0.5 or 1.0, respectively. Further-
more, the insertion/deletion length distribution was set to

‘short’ [frequencies of gaps of length 1–3 = 0.8, 0.1, 0.1]
or ‘long’ [frequencies of gaps of length 1–7 = 0.3, 0.2,
0.1, 0.1, 0.1, 0.1, 0.1]. Hence the four ‘mean divergence—
mean gap length’ conditions tested here are ‘low-short’
‘low-long’, ‘high-short’, and ‘high-long’. 50 random data
sets were generated under each of the four combinations
of settings, and the average performance is reported.

As our algorithm, in its current form, models global
alignments of sequences, we chose to test its perfor-
mances in aligning the amino-acid sequences from the
‘Reference 1’ (Ref1) of the BAliBASE database (Thomp-
son et al., 1999). Ref1 contains alignments of less than six
equi-distant sequences, i.e. the percent-identity between
two sequences is within a specified range, such that all the
sequences are of similar length, with no large insertion
or extension. The alignments are divided into three
subgroups according to their lengths, and were further
divided into three classes according to their similarities:
‘Test 1’ consists of 27 alignments that are in average 97
amino-acid long, and from which 10, 10 and 7 alignments
share identity of >35%, 40–20% and <25%, respectively;
‘Test 2’ consists of 27 alignments that are in average 270
amino-acid long, and from which 10, 9 and 8 alignments
share identity of >35, 40–20 and <25%, respectively;
‘Test 3’ consists of 28 alignments that are in average 559
amino-acid long, and from which 8, 12 and 8 alignments
share identity of >35, 40–20, and <25%, respectively.

The performance of our method was compared to that
of ClustalW (version 1.81, default parameters). The same
ClustalW-generated guide tree was used for both align-
ments but branch lengths were multiplied by 0.5 before
the probabilistic alignment. The nucleotide sequences
were aligned using equal character background frequen-
cies (qa = 0.2) and JC-model, whereas amino-acid
alignments were performed using the ‘WAG’ substitution
probability matrix with ‘gap’ background frequency and
substitution probability of 0.1 and 0.001, respectively.
The HMM parameters δ and ε were estimated from
pairwise alignments of terminal sequence pairs such that
δ = 1/2(lm + 1), and ε = (1 − 1/(lg + 1)), where lm and
lg are the mean lengths of match- and gap-segments. To
avoid null-estimates, one pseudo-count of 5 is added in
both calculations. All pairwise alignments were computed
with the affine-gap-score algorithm using (i) for nucleic
acids, the ‘swgap’ substitution score table (from ClustalW
1.81) with gap-opening and gap-extension penalties of
15 and 7, respectively, and (ii) for amino-acid data, the
PAM-120 table with gap-opening and gap-extension
penalties of 10 and 0.1, respectively.

For each test data set, the probabilistic multiple align-
ment was iterated (i) 10 times by choosing the best
trace-back path but breaking ties randomly, and (ii) 30
times by sampling the path from the posterior probability
distribution. Each alignment was compared against the
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Table 1. Nucleotide sequences were simulated under four conditions

Nucleotide Test 1 Test 2 Test 3

Cond./%id. A B C D >35 40–20 <25 >35 40–20 <25 >35 40–20 <25
ClustalW 0.933 0.893 0.633 0.529 0.818 0.608 0.344 0.840 0.662 0.198 0.811 0.669 0.247
ProAlign 0.941 0.909 0.696 0.604 0.812 0.466 0.099 0.801 0.638 0.098 0.782 0.622 0.158
Min. cor. 0.971 0.960 0.885 0.824 0.907 0.861 0.604 0.934 0.872 0.500 0.960 0.897 0.629
Min. inc. 0.740 0.656 0.641 0.620 0.685 0.584 0.459 0.601 0.589 0.403 0.623 0.607 0.517

A, ‘low-short’, B, ‘low-long’, C, ‘high-short’, and D, ‘high-long’, corresponding to the ‘mean distance - gap length’. The tests 1, 2, and 3 correspond to
amino-acid alignments of short, medium, and long sequences, respectively, and each test consists of classes of sequences that share identity of >35%,
40–20%, or <25%. For each condition or test and class of alignments, the proportion of correctly aligned columns is reported for ClustalW and for the
probabilistic algorithm (ProAlign). The ProAlign-computed average minimum posterior probabilities among correctly (min. cor.) and incorrectly (min. inc.)
aligned sites are also shown.

known (true) alignment, and the proportion of correctly
aligned columns was computed with the program SOAP
(Loytynoja and Milinkovitch, 2001).

Statistical analyses were performed with the program
‘R’ (Ihaka and Gentleman, 1996).

RESULTS
Performance of the algorithms
The algorithms were implemented as described in the
‘System and methods’ with one exception: the dynamic
programming recursions (Viterbi, Forward and Backward)
were not performed through the complete two-dimension
matrices, but only within a fixed-size band. With this
procedure, the space complexity of the algorithms is
linear in sequence length and alphabet size, whereas
the computational complexity increases linearly with
sequence length and as the third power of alphabet size.

Our probabilistic algorithm performs in average better
than ClustalW in the alignment of nucleotide sequences
(Table 1). When the sequences are reasonably similar
(d̄ = 0.5), more than 90% of the columns are correctly
aligned, and the difference between the two methods is
small. However, in the case of highly diverged data sets
(d̄ = 1.0), the probabilistic algorithm infers approxi-
mately 10% (relative) more of the columns correctly.
In the alignment of amino-acid data, the relative perfor-
mances of the methods depend on the average identity of
residues among sequences. The probabilistic alignments
of sequences from the class >35% are nearly as accurate
as those performed with ClustalW, the performance
in the class 40–20% is still reasonably good, whereas
ClustalW alignments of sequences from the class <25%
are clearly superior (Table 1). For the nucleotide data
sets, the average estimates for δ and ε are 0.003 and
0.75–0.78 or 0.009 and 0.65–0.68 under ‘low’ or ‘high’
conditions, respectively. For the protein data sets, the
estimates of δ and ε depend on the average sequence
similarity rather than on the mean sequence length. Both

in classes >35% and 40–20%, the estimates for δ and
ε are 0.01–0.03 and 0.75–0.80, respectively, whereas
in the class <25% (where gaps are more frequent),
the corresponding estimates are higher: 0.05–0.07 and
0.93–0.96, respectively.

One of the most important results of our analyses is
that the average minimum posterior probability of correct
columns is significantly higher than that of incorrect
columns (Table 1), such that the minimum posterior prob-
ability of an alignment site and its correctness strongly
correlate. Indeed, as illustrated in Figure 2, the posterior
probability value of alignment columns is an efficient
criterion for the identification of mis-aligned positions.
The minimum, rather than the mean, posterior probability
of an alignment site is a better indicator of its correctness
(Table 2). However, the minimum posterior probability
values of correctly- and incorrectly-aligned sites slightly
overlap, and excluding (‘filtering out’) columns from
the alignment according to a fixed minimum posterior
probability threshold can cause two types of errors: some
correctly aligned columns are lost and/or false columns
are retained. As shown in Figure 3, optimal reduction of
both type-I and type-II errors require different values of
minimum probability threshold for closely and distantly
related sequences. Model parameter values probably have
an impact on both types of errors, and optimization of δ

and ε estimates warrants further studies.
As we used known (i.e. ‘true’) alignments for testing the

efficiency of our method, we could demonstrate that ran-
dom breaking of ‘ties’ (i.e. choosing among equally good
solutions) and sampling locally sub-optimal solutions can
yield improved alignments (data not shown). However, we
failed to find a criterion allowing to identify the most cor-
rect result when the true alignment is unknown. Indeed, af-
ter producing 10 alignments by random tie-breaking, and
30 alignments by sampling, we compared their correct-
ness (percent correctly aligned columns) to their probabil-
ity scores (the sum of Viterbi paths), as well as to their av-
erage posterior probability across sites (column minimum
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Fig. 2. The minimum posterior probability of an alignment column correlates well with its correctness. Incorrectly-aligned sites are indicated
in gray, and minimum posterior probability of alignment sites is plotted for (a) a simulated nucleotide data set under the ‘low-long’ condition;
and (b) an amino-acid data set (‘3pmg’ from the BAliBASE Reference1/Test3). The coefficients of correlation between correctness and
minimum posterior probability are 0.705 and 0.735 for the alignments a) and b), respectively.

Table 2. The minimum, rather than the mean, posterior probability of an
alignment site best indicates its correctness.

Cond. / %id. Min. post. prob. Mean post. prob.

Low-short 0.471 (0.152) 0.290 (0.106)
Low-long 0.506 (0.160) 0.338 (0.111)
High-short 0.418 (0.098) 0.222 (0.067)
High-long 0.411 (0.110) 0.197 (0.075)
>35% 0.598 (0.094) 0.500 (0.094)
40–20% 0.446 (0.132) 0.394 (0.118)
<25% 0.129 (0.170) 0.109 (0.146)

The table shows, for each of the four conditions of nucleotide evolution and
the three classes of residue identity (Ref1/Test 3 of BAliBASE), the mean
coefficient of correlation (and its standard deviation) between alignment
site correctness and their minimum (min. post. prob.) or mean (mean post.
prob.) posterior probability.

or mean). The resulting correlations were largely insuffi-
cient to be used as criteria for the selection of the most
correct solution: R2 is rarely >0.20, and every criterion
includes cases where the slope is negative. Generally, the
score from sampled alignments correlates more strongly
with correctness than tie-breaking alignments do, but this
result is due to the much larger variance of score exhibited
by the former than by the latter.

Computer program
The novel algorithms described here are implemented in
the software ‘ProAlign’. A graphical interface allows the
user to (i) perform alignments of nucleotide or amino-

acid sequences, (ii) view the quality of solutions, (iii) filter
the unreliable alignment regions and (iv) export the
alignments to other softwares. ProAlign also offers the
possibility to iterate the multiple alignment procedure
by either choosing (with tie-breaking) among multiple
best paths or sampling paths according to their posterior
probabilities. A command-line interface is available for
automating tasks.

ProAlign aligns one of the test nucleotide data set in 35 s
on a standard Intel 500 MHz computer, whereas ClustalW
performs an alignment with the same data set in less than
8 s. ProAlign is written in Java, and runs on Linux, Mac
OSX and Windows computers. It is licensed under the
GNU General Public License, and is freely downloadable
at http://www.ulb.ac.be/sciences/ueg/.

DISCUSSION
We describe here a novel method for probabilistic multiple
alignment by combining a pair HMM, a progressive
algorithm, and an evolutionary model describing the
nucleotide or amino-acid substitution process. We model
sequence sites with vectors of character probabilities
(including gaps), and define ancestral sequences from
the pairwise alignment of their child sequences. The
alignment of two internal nodes (i.e. ‘multiple’ alignment)
is not distinguished from the alignment of two external
nodes (classical pairwise alignment). As the complete
alignment procedure is probabilistic, this new method
allows realistic sampling of alternative solutions, as well
as probabilistic evaluation of alignments.
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Fig. 3. The minimum posterior probability of correctly-aligned columns is in average higher than that of incorrectly-aligned columns, such
that the minimum posterior probabilities of columns can be used as a criterion for filtering out bad data. The threshold of probability for
column exclusion is plotted against (a) & (c), proportion of rejected correctly-aligned columns (type I error); (b) & (d), proportion of accepted
incorrectly-aligned columns (type II error). (a) and (b) graphs: simulated nucleotide sequences; black and gray lines correspond to closely-
and distantly-related sequences, solid and dashed to short and long gaps, respectively. (c) and (d) graphs: amino-acid sequences from the
BAliBASE Reference1/Test 3; black, dark gray and light gray correspond to sequences that share >35%, 40–20%, and <25% residue identity,
respectively.

We tested our method with simulated nucleotide data
sets, as well as with amino-acid data sets from the
BAliBASE reference database, and compared its per-
formance to that of the widely used program ClustalW.
Our new method performs better than ClustalW for the
alignment of nucleotide data, while the two approaches
are nearly equally efficient for the alignment of protein
sequences that share >35% residue identity. On the other
hand, our model is inefficient, in its current form, for
the alignment of protein sequences that share less than
25% residue identity. Still, we feel that the probabilistic
method described here provides a valuable improvement
over existing progressive multiple alignment methods. In
addition to constructing alignments that are comparable
to those of ClustalW, our algorithm provides, for each
aligned position, its posterior probability of being correct.
We demonstrate that the minimum posterior probability
of an alignment site correlates well with its correctness,
and can therefore be used as a criterion for the detection
(and removal) of unreliably aligned regions.

Our results from the nucleotide alignments can probably
be generalized, although we only generated data sets
under a homogeneous process, and used the same model
(i.e. JC) both in our algorithm and for the generation
of data sets. One of the ClustalW built-in heuristics that
can help in the alignment of nucleotide sequences is the
increase of both gap-opening and gap-extension penalties
if there are no gaps in the column but gaps already
occur in adjacent sites (Thompson et al., 1994). Our
method does not require such heuristics because a gap,
as other characters, is given a non-null probability in the
ancestral sequence. On the other hand, when aligning
protein sequences, the gap-opening penalty of ClustalW
also depends on the amino-acid context, i.e. the penalty is
further decreased if the region is hydrophilic. That makes
biologically sense, as protein’s hydrophobic core regions
are usually best conserved, and the length variation mainly
occurs in the exposed (hydrophilic) loops. Our method
does not model protein’s secondary structure, which likely
explains its inferior performances in the alignment of
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highly diverged amino-acid sequences. However, HMMs
can be adapted for incorporating secondary structure
parameters: states would correspond to different protein
secondary structural elements and, in each state, the
character background and substitution probabilities would
be independently estimated (Goldman et al., 1996). Such
a model would significantly increase the algorithm’s
computational complexity.
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